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Abstract 
 
This study deals with the perceptual sensitivity to Head-Related Impulse Responses (HRIRs) in the median plane 

based on a series of subjective listening tests using a pair of headphones. First, the non-individualized HRIRs were 
modeled from 12 principal components (PCs) extracted from Principal Components Analysis (PCA) of the CIPIC 
HRTF database. The Just Noticeable Difference (JND) in weight of PCs (PCWs) at each elevation was estimated. It 
was not observed the common elevation-dependent tendency or PCW-dependent tendency of JND in PCWs across the 
five subjects who participated in the tests, and the inter-subject variation of JND in PCWs was large. The JND in 
HRIRs can be estimated indirectly from the JND in PCWs because the HRIRs can be represented by a linear summa-
tion of the PCs weighted by PCWs. The common elevation-dependent tendency of JND in Directional Impulse Re-
sponses (DIRs), which are the mean-subtracted HRIRs, across the five subjects can be found. The change in PCWs 
does not seem to contribute to our perception of sound source characteristics; however, the resulting change in HRIRs 
due to the change in PCWs seems to contribute. The subjects showed larger JND in DIRs in the frontal region than in 
the rear region. This means that our perception of sound source characteristics is more sensitive for frontal sources than 
rear sources.  

 
Keywords: Head-related transfer functions; Head-related impulse response; Just noticeable difference; Principal com-

ponents analysis  
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1. Introduction 

Humans can perceive a sound direction as one of 
the crucial auditory abilities with Head-Related 
Transfer Functions (HRTFs), which is defined as the 
sound pressure at the eardrum divided by the sound 
pressure measured at the position of the head center 
with the head absent [1, 2]. The physical structures of 
a listener, such as head, external ear (pinna), shoulder, 
and torso, transform the spectrum of sound waves 
when they reach the listener’s eardrum. This physical 
transform of sound waves is well encrypted in the 

HRTFs. If sounds are filtered with HRTFs and deliv-
ered to a listener through a pair of headphones, then a 
virtual acoustic environment can be produced and the 
listener feels the spatialized sounds appear to origi-
nate from the desired directions in the 3-dimensional 
space surrounding him/her [3, 4]. This also can be 
achieved by using 2-channel or multi-channel loud-
speakers [5, 6]. Systems or techniques generating 
spatialized sounds and conveying them to a listener 
are referred to as Virtual Auditory Display (VAD) [7-
9]. VAD has many promising applications such as 
entertainment including virtual reality, PC games, 
virtual audio including home theatre, auditory naviga-
tion, teleconference, and so on [10-16]. 

Since VAD generates convincing 3-dimensional 
sounds by real-time convolution of audio source with 
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the HRTFs corresponding to the desired source posi-
tions, VAD requires a large library containing the 
HRTFs corresponding to source positions densely 
distributed in the 3-dimensional space. In other words, 
many HRTFs must be empirically measured and 
stored in order to generate well-spatialized sounds by 
VAD, and this makes real-time implementation diffi-
cult because of the large memory size requirement. 
Thus, it is necessary to model the HRTFs using only a 
few parameters while keeping the perceptual relevant 
features of the HRTFs for practical applications. Sev-
eral methods for modeling HRTFs or Head-Related 
Impulse Responses (HRIRs), which are the time do-
main counterparts of the HRTFs, have already been 
developed, and they are mainly based on Pole-Zero 
approximation, State-Space model, and Principal 
Components Analysis (PCA) [3, 4, 17-29]. 

However, whatever methods are used for HRIR 
modeling, an error is inevitably introduced in the 
modeling process. The modeling error might be re-
duced when the HRIR is modeled as high order 
FIR/IIR filters in Pole-Zero modeling method, as high 
order state-space model, or with many Principal 
Components (PCs) in PCA-based method. In this case, 
however, the memory size must also be large. The 
modeling accuracy and the memory size are in a 
trade-off relationship. Then, one of the basic ques-
tions is how accurately the HRIRs should be modeled 
to provide no perceptual differences between the 
original and modeled HRIRs. To resolve this problem, 
investigation of the perceptually acceptable threshold 
in the change in HRIR is necessary. In other words, it 
is necessary to investigate the Just Noticeable Differ-
ence (JND) in HRIRs. This study deals with this 
problem based on a series of subjective listening tests 
using a pair of headphones. The research objective in 
this study is to estimate the JND in HRIRs.  

Only the median-plane HRIRs are dealt with in this 
study because the azimuthal difference can be mainly 
dealt with the time delay or phase shift alone [1]. The 
PCA-based modeling method is used to model HRIRs, 
and the non-individualized HRIR, which is the mean 
of HRIRs of 45 subjects in the CIPIC HRTF database, 
is used in this study. The JND in weights of PCs used 
to model HRIRs is estimated, and the JND in HRIRs 
is estimated indirectly from the results. In section 2, 
the general methodology and detailed description of 
the apparatus and procedure used in the JND test are 
provided. Section 3 provides the detailed results and 
analysis, and section 4 contains a brief summary and 

conclusion. 
 
2. Method 

2.1 PCA of median-plane HRIRs 

In this section, the general procedure of PCA of the 
median-plane HRIRs is briefly described. More spe-
cific details can be obtained from the authors’ previ-
ous work [4]. 

We obtained a set of PCs from PCA of the median-
plane HRIRs in the CIPIC HRTF database [30]. Be-
fore PCA was performed, we carried out a pre-
processing on the median-plane HRIRs to remove the 
initial time delay and to extract the early response that 
lasts for 1.5 ms since the arrival of direct pulse [31]. 
The response of 1.5 ms includes the effects of pinna, 
head, shoulder, and torso. Thus, we can reduce the 
size of the dataset to be analyzed in PCA without loss 
of meaningful information by the pre-processing.  

The original data matrix, ( )N M×∈Y , is com-
posed of the pre-processed median-plane HRIRs at 
the left ear. The response of 1.5 ms corresponds to 67 
samples (sampling frequency: 44.1 kHz), and the 
number of median-plane HRIRs at each ear is 2205 
(45 subject × 49 elevations from -45° to 225° with 
5.625° intervals). Thus, the dimension of Y  is 
67×2205 in our case. The empirical mean of Y  is 
needed to obtain the mean-subtracted HRIRs, and the 
empirical mean vector, 1( )N×∈u , is computed by 

 

1
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= ∑u Y .            (1) 

 
The mean-subtracted data matrix, B , is computed by 
 

= − ⋅B X u h ,                (2) 
 
where 1( )M×∈h is a row vector of all 1’s. The PCs 
can be obtained from the covariance matrix of the 
mean-subtracted data matrix, and the k dominant PCs 
are the k eigenvectors of the covariance matrix corre-
sponding to the k largest eigenvalues. The set of 
HRIRs can be reconstructed by a weighted linear 
combination of the PCs. A reasonable measure to 
determine the number of PCs is the percentage recon-
struction error in the least-square sense, which is de-
fined as  
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where Y and Ŷk indicate the original data matrix, 
which is composed of the 2205 median-plane HRIRs, 
and the reconstructed data matrix from the k PCs, 
respectively. Subscript F indicates the matrix Froben-
ius norm. As the number of PCs increases, the recon-
struction error decreases exponentially. In this study, 
the reconstruction error bound is set to be 5%, yield-
ing 12 PCs. Detailed descriptions can be obtained in 
[4]. 

 
2.2 Apparatus and procedure 

Eight male subjects (subject ID: CH, KB, LS, CY, 
KY, LY, PJ, KD) with normal hearing sensitivity 
participated in the experiment. The experiment was 
carried out in an audiometric room, where sound in-
sulation is above approximately 50 dB in the fre-
quency range above 1 kHz. The apparatus of the lis-
tening tests is shown in Fig. 1. Signals were generated 
by the MATLABTM program, and an open-air head-
phone (AKG K1000) was driven by them through the 
computer sound card (Creative SB X-Fi Elite Pro) 
and the audio amplifier (Audio Analog Verdi Set-
tanta). However, the headphone to ear-carnal transfer 
function (HpTF) should be equalized correctly be-
cause the correction of HpTF is very closely related to 
the localization performance [32]. Møller et al. [33] 
concluded that the inter-subject variability of the 
HpTF is significant and individualized equalization of 
the HpTF is recommended. Kulkarni and Colburn 
[34] claimed that the variability of HpTF is also high 
across headphone placements for a given listener. 
Thus, to achieve an accurate equalization, the HpTF 
had to be measured and equalized whenever each 
listener wore the headphone. Before the listening test 
was performed, each subject wore a headphone and a 
binaural microphone. The microphone was mounted 
inside a subject’s pinna. Then, a broadband white 
noise (20 Hz ~ 20 kHz) was emitted through the 
headphone, and the output signals from the micro-
phone were received. After the HpTF between the 
electronic input and output signals was computed, the 

inverse filter of HpTF was obtained using the FIR 
least squares inverse (length: 512 samples, delay: 256 
samples).  

The listening tests were carried out at nine eleva-
tions in the median plane from -30° to 210° with 30° 
intervals. The 0° is ahead of the listener, the 90° is 
above, and the 180° is behind. At each elevation, the 
subjects listened to two stimuli, the reference and 
perturbed stimuli, and then they judged whether the 
two stimuli were the same or different. At j-th eleva-
tion (j=1,2,…,9), the reference stimulus, sr

j, was com-
puted as  

 
{ } -1[ ] [ ] [ ] [ ]r r

j js n s n h n HpTF n= ∗ ∗ ,      (4) 
 
where * is the convolution operator. s is the bandpass-
filtered white noise (1 kHz ~ 18 kHz) of duration 300 
ms including the cosine-squared rise and fall times of 
20 ms, respectively, and HpTF-1 is the inverse filter of 
HpTF. hr

j is the reference HRIR computed as 
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where wj,i is the mean of i-th PCWs of 45 subjects in 
the CIPIC HRTF database at j-th elevation. vi is i-th 
PC, and u is the empirical mean in Eq. (1). At j-th 
elevation, the perturbed stimulus for k-th 
(k=1,2,…,12) PCW, sp

j,k, was computed as 
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where hp

j,k is the perturbed HRIR for k-th PCW at j-th 
elevation computed as 
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where ∆j,k is the perturbation for k-th PCW at j-th 
elevation. The perturbation (∆) for the (m+1)th per 
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Fig. 1. Apparatus for the listening tests. 
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Fig. 2. MATLABTM GUI for JND test. 
 
turbed stimulus is set to be 
 

1 0.5 , if  is distinguishable
1.5 ,  if  is not distinguishable

m p
m

m p

s
s

+
⎧⎪ ∆⎪∆ = ⎨⎪ ∆⎪⎩

   (8) 

 
The initial perturbation, ∆0, was set to be sufficiently 
large, 0.3. The JND is determined as ∆m if the abso-
lute difference between ∆m and ∆m-1 is smaller than a 
threshold (∆0×2-5).  

The left and right channels of the headphone are 
driven by the same signal with the assumption of 
bilateral symmetry of ear shape. For convenient test 
procedure, MATLABTM GUI depicted in Fig. 2 was 
used for the listening test. When the subject registered 
his ID and date, a block of test signals was generated. 
At each elevation, JNDs for 12 PCWs were deter-
mined, thus each block contains 108 sequences (9 
elevations × 12 PCWs) in random order. The con-
secutive stimuli, {sr  sp  sp  sr} or {sr  sp  sr  sp}, 
were presented by pushing the “PLAY” button. For 
each sequence, the task of the subject was to detect 
the difference between two stimuli independently of 
the nature of the differences (sound direction, timbre, 
etc.). Thus, the test represents a worst-case situation, 
since any possible difference may be detected. In this 
way it is possible to estimate the lowest threshold 
necessary to ensure that the reference and perturbed 
stimuli cannot be distinguished. After listening to the 
consecutive stimuli, the subject judged whether the 
consecutive stimuli were the same or different by 
using the check box, and pushed the “OK” button. 
Then, the sequence number was increased by one. 
When the number hits 108, the experiment was com-
pleted and the result was saved by pushing the  

Table 1. Statistically significant difference in four JND 
blocks for each subject. 
 

  1st block 2nd block 3rd block

Subject 
CH 

2nd block
3rd block
4th block

** 
** 
** 

N/A 
- 
- 

N/A 
N/A 

- 

Subject 
KB 

2nd block
3rd block
4th block

- 
- 

** 

N/A 
- 
* 

N/A 
N/A 

* 

Subject 
LS 

2nd block
3rd block
4th block

- 
- 
- 

N/A 
** 
- 

N/A 
N/A 

- 

Subject 
CY 

2nd block
3rd block
4th block

* 
** 
** 

N/A 
** 
** 

N/A 
N/A 
** 

Subject KY
2nd block
3rd block
4th block

- 
** 
** 

N/A 
** 
** 

N/A 
N/A 

- 

Subject 
LY 

2nd block
3rd block
4th block

- 
- 

** 

N/A 
- 

** 

N/A 
N/A 
** 

Subject 
PJ 

2nd block
3rd block
4th block

- 
- 

** 

N/A 
- 

** 

N/A 
N/A 
** 

Subject 
KD 

2nd block
3rd block
4th block

** 
** 
** 

N/A 
** 
** 

N/A 
N/A 
** 

* p<0.05, ** p<0.01

 
“SAVE” button. Four blocks were given for each 
subject and test of each block was conducted on a 
different day. Approximately 40 minutes was needed 
to complete the experiment for one block on average. 

 
3. Result and analysis 

First, the repeatability of the results obtained by 
each subject should be checked because the data 
without repeatability must be excluded in the analysis 
to obtain reliable results. Thus, a statistically signifi-
cant difference was investigated based on the t-test for 
each subject. Table 1 summarizes the t-test results. In 
the case of subject CH, for example, a statistically 
significant difference was observed between the 1st 
block and the other three blocks (p<0.01), whereas no 
statistically significant difference was observed be-
tween the other blocks. Thus, the 1st block was not 
included in the JND analysis for him. By the same 
reason, the 4th block was excluded in the JND analy-
sis for subjects KB, LY, and PJ. For subject LS, the 
2nd block was excluded in the analysis. In the case of 
subjects CY, KY, and KD, a statistically significant 
difference was observed for all blocks, thus they were  
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excluded in the JND analysis. As a result, only five 
subjects’ data were included in the following analysis. 

The JND in PCWs is first estimated at each eleva-
tion in section 3.1. From the results, the JND in 
HRIRs is indirectly estimated in section 3.2. 

 
3.1 JND in PCWs 

Fig. 3 shows the mean of JNDs in PCWs of each 
subject (left-top panel: CH, middle-top panel: KB, 
right-top panel: LS, left-bottom panel LY, middle-
bottom panel: PJ) and the mean of the five subjects 
(right-bottom panel). Common elevation-dependent 
or PCW-dependent tendencies are not observed 
across all subjects. This means that the inter-subject 
variation of JND in PCWs is larger than the inter-
elevation variation or the inter-PCWs variation. To 
investigate the dependency of JND in PCWs on ele-
vations and PCWs in detail, an Analysis of Variance 
(ANOVA) was performed at a level of significance 
0.05 for each subject. Especially, the two-way 
ANOVA, which is a way of studying the effects of 
two factors separately, was applied because elevation 
and PCW were considered as factors in this study. 
Tables 2-6 show the two-way ANOVA table for each 
subject. In the case of subjects CH, KB, and LS, the 
p-value (Prob>F) of elevations is less than the level of 
significance (0.05) whereas the p-value of PCWs 
shows the opposite results.  

Table 2. Two-Way ANOVA table for subject CH (Grand 
mean=0.0487, significance level=0.05). 
 

Source of 
variation SS df MS F p-value 

(Prob>F)

Elevations
PCWs 
Error 
Total 

0.00805
0.00648
0.04047
0.05501

8 
11
88
107

0.00101 
0.00059 
0.00046 

 

2.19 
1.28 

 
 

0.0358 
0.2482 

 
 

 
 
Table 3. Two-Way ANOVA table for subject KB (Grand 
mean=0.0550, significance level=0.05). 
 

Source of 
variation SS df MS F p-value 

(Prob>F)

Elevations
PCWs 
Error 
Total 

0.00908
0.00585
0.03171
0.04664

8 
11
88
107

0.00113 
0.00053 
0.00036 

 

3.15 
1.47 

 
 

0.0035 
0.1554 

 
 

 
 
Table 4. Two-Way ANOVA table for subject LS (Grand 
mean=0.0666, significance level=0.05). 
 

Source of 
variation SS df MS F p-value 

(Prob>F)

Elevations
PCWs 
Error 
Total 

0.01761
0.00572
0.03827
0.06160

8 
11
88
107

0.00220 
0.00052 
0.00043 

 

5.06 
1.20 

 
 

0.0000 
0.3016 
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Fig. 3. JND in PCWs of each subject (left-top: CH, middle-top: KB, right-top: LS, left-bottom: LY, middle-bottom: PJ) and mean of 
five subjects (right-bottom). 
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Table 5. Two-Way ANOVA table for subject LY (Grand 
mean=0.1006, significance level=0.05). 
 

Source of 
variation SS df MS F p-value 

(Prob>F)

Elevations 
PCWs 
Error 
Total 

0.02184 
0.04728 
0.10742 
0.17654 

8 
11
88
107 

0.00273 
0.00430 
0.00122 

 

2.24 
3.52 

 
 

0.0319 
0.0004 

 
 

 
Table 6. Two-Way ANOVA table for subject PJ (Grand 
mean=0.0467, significance level=0.05). 
 

Source of 
variation SS df MS F p-value 

(Prob>F)

Elevations 
PCWs 
Error 
Total 

0.00493 
0.00689 
0.02759 
0.03941 

8 
11
88
107 

0.00062 
0.00063 
0.00031 

 

1.96 
2.00 

 
 

0.0602 
0.0377 

 
 

 
Therefore, it can be said that their JNDs in PCWS are 
mainly dependent on elevations. On the other hand, 
JND in PCWs of subject PJ is dependent not on ele-
vations but on PCWs. In the case of subject LY, JND 
in PCWs is dependent on both elevation and PCWs. 
From the results of the two-way ANOVA, it can be 
concluded again that JND in PCWs is significantly 
different from subject to subject. 

The grand mean of each subject, which is also 
noted in the title of each table, ranged from 0.0467 to 
0.1006, and the overall mean, which is defined as 
mean of the five subjects’ grand means, is 0.0635. 
Especially, the grand mean of subject LY is larger 
than the ones of the other subjects, whereas the differ-
ence of grand means of the other subjects is almost 
insignificant. This can also be seen in Fig. 3. The 
reason why his JND in PCWs is larger than JNDs of 
other subjects might be that his hearing sensitivity 
related with detection of the difference between two 
stimuli used in this study is slightly lower than other 
subjects, although he has no problem in real-life hear-
ing. 

 
3.2 JND in HRIRs 

In section 3.1, JND in absolute values of PCWs 
was investigated and the common tendency of JND in 
PCWs across all subjects was not observed. In this 
section, JND not in absolute values of PCWs but in 
relative values of PCWs is dealt with in detail. The 
normalized perturbation (NP) for k-th PCW at j-th 
elevation can be defined as 

12
2 2

, , ,
1

NP .j k j k j i
i

w
=

= ∆ ∑            (9) 

 
JND in NPs represents the square of JND in PCWs 
normalized by the sum of square of 12 mean PCWs. 
The NP has a special physical meaning for the HRIRs. 
The difference in PCWs is directly related to the dif-
ference in HRIRs because the HRIR is formed by a 
linear combination of PCs weighted by PCWs. The 
NP in Eq. (9) can be rewritten as 
 

( ) ( ) 22
,,

, 2 2NP .
r pr p
j j kj j k

j k r r
j j

− − −−
= =

− −

h u h uh h

h u h u
  (10) 

 
The equivalence of Eq. (9) and Eq. (10) results from 
the orthogonality of the PCs. Eq. (10) indicates that 
the NP directly represents the power of the difference 
between the mean-subtracted reference and perturbed 
HRIRs normalized by the power of mean-subtracted 
reference HRIRs. The mean-subtracted HRIR is 
called Directional Impulse Response (DIR) as the 
mean-subtracted HRTF is called Directional Transfer 
Function. Thus, it can be said that JND in NPs repre-
sents how sensitive we are to differences in normal-
ized DIRs.  

Fig. 4 shows the mean of JNDs in the normalized 
DIRs, i.e. NPs, of each subject and mean of the five 
subjects with respect to varying elevations. In case of 
subject LY, JND in DIRs is significantly larger than 
JNDs of other subjects for all elevations. He also 
showed the largest grand mean of JNDs in PCWs, as 
described in section 3.1. Although he shows signifi-
cantly larger JNDs in DIRs than the ones of other 
subjects, the common elevation-dependent tendency 
across all subjects can be observed. For all subjects, 
JNDs in the rear region (i.e., elevation > 90°) are lar-
ger than the ones in the frontal region (i.e., elevation 
< 90°). All subjects except for subject LY show sig-
nificantly large JNDs in DIRs at elevations of 150° 
and 180°. In the case of subject LY, JND in DIRs at 
elevation of 150° is significantly large. On average 
across all subjects, it can be concluded that the sub-
jects can distinguish the change in DIRs if the change 
in the power of difference in DIRs after normalization 
is larger than approximately 3~4 % except for some 
rear sources. For rear sources at elevations of 150° 
and 180°, the subjects can distinguish the change in 
DIRs if the power of difference in DIRs after nor-
malization is above approximately 7~8 %. 
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Fig. 4. JND in normalized DIRs. 

 

4. Concluding remark 

Perceptual sensitivity to HRIRs in the median plane 
was investigated based on a series of subjective lis-
tening tests using a pair of headphones. First, the non-
individualized HRIRs were modeled from 12 PCs 
extracted from PCA of the CIPIC HRTF database. 
The JND in PCWs at each elevation was estimated. 
From the results, no common elevation-dependent 
tendency or PCW-dependent tendency of JND in 
PCWs was observed across the five subjects who 
participated in the tests, and JND in PCWs was sig-
nificantly different from subject to subject. In other 
words, the inter-subject variation of JND in PCWs 
was larger than the inter-elevation variation or the 
inter-PCWs variation. 

Since the HRIRs can be represented by a linear 
summation of the PCs weighted by PCWs, the JND 
in HRIRs was indirectly estimated from the JND in 
PCWs. The common elevation-dependent tendency 
of JND in DIRs, which is the mean-subtracted HRIRs, 
across the five subjects can be found. The subjects 
showed larger JND in DIRs in the frontal region than 
in the rear region. On average across the five subjects, 
it can be concluded that the change in DIRs after 
normalization is audible when it is larger than ap-
proximately 3~4 % except for some rear sources. The 
change in DIRs after normalization larger than ap-
proximately 7~8 % is audible for the rear sources at 
elevations of 150° and 180°. 

From the results obtained in this study, the change 
in PCWs does not seem to contribute directly to our 
perception of sound source characteristics; however, 
the resulting change in HRIRs due to the change in 
PCWs seems to contribute. In addition, our percep-
tion of sound source characteristics is more sensitive 

for frontal sources than rear sources. 
Most previous methods model the HRIRs for all 

source positions with the same accuracy. Based on 
the results obtained in this study, however, it is rea-
sonable to model HRIR with variable accuracy ac-
cording to the source position. Especially, in the me-
dian-plane, the HRIRs for frontal sources needed to 
be modeled more accurately than the ones for rear 
sources. 
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